Clustering and its types




Clustering:-

Clustering is the process of making a group of abstract objects into classes of similar objects.
Points to Remember
» A cluster of data objects can be treated as one group.

» While doing cluster analysis, we first partition the set of data into groups based on data si
then assign the labels to the groups.

» The main advantage of clustering over classification is that, it is adaptable to changes and helps s
out useful features that distinguish different groups.




Clustering Approaches
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Partitioning Method

>
>

Points to remember -

>

Suppose we are given a database of ‘n’ objects and the partitioning method
partition of data. Each partition will represent a cluster and k < n. It means
classify the data into k groups, which satisfy the following requirements -

Each group contains at least one object.

Each object must belong to exactly one group.

For a given number of partitions (say k), the partitioning method will create \an initi
partitioning.

Then it uses the iterative relocation technique to improve the partitioning by moving
objects from one group to other.



Hierarchical Clustering

» Clusters are created in levels actually creating sets of clusters at each lev
Agglomerative

Initially each item in its own cluster
Iteratively clusters are merged together
Bottom Up

In this, we start with each object forming a separate group. It keeps on mer
objects or groups that are close to one another. It keep on doing so until all 0
groups are merged into one or until the termination condition holds.
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Divisive

» Initially all items in one cluster

» Large clusters are successively divided
» Top Down
>

In this, we start with all of the objects in the same cluster. In the continu
a cluster is split up into smaller clusters. It is down until each object in
the termination condition holds. This method is rigid, i.e., once a mer,
done, it can never be undone.
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A Tree Of Clustering

» The hierarchy of clustering is often given as
a clustering tree, also called a dendrogram

o leaves of the tree represent the
individual objects

o internal nodes of the tree represent the
clusters

» Acluster at level i is the union of its
children clusters at level i+1.




o Jllustrative Example
Agglomerative and divisive clustering on the data set{a, b, ¢, d ,e }
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» Cluster distance
» Termination condition
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Cluster Distance Measures

e Single link: smallest distance El?ﬂ?nl)mk
between an element in one cluster
and an element in the other, i.e.,
d(G;, G) = min{d(Xip, Xjq)}

e Complete link: largest distance s, complete link
between an element in one cluster (max)
and an element in the other, i.e.,
d(G, C)) = max{d(xip, Xjq)}

e Average: avg distance between average

elements in one cluster and

elements in the other, i.e.,

d(G, Cj) = an{d(xip; qu)}

d(C, C)=0




Cluster Distance Measures

Example: Given a data set of five objects characterised by a single continuous
feature, assume that there are two clusters: Ci: {a, b} and Ca: {c, d, e}.

a b C d e
Feature 1 . 4 5 6
1. Calculate the distance matrix. 2. Calculate three cluster distances between C1 and Ca2.
Single link
. a b c d € = dj'St(le CZ) = m{d(a! C);d(ﬁ, d)! d(a;e); d(b; C); d(b; d); d(b, E)}
a 0 1 3 4 5 =min{3,4,5,2,3,4}=2
b 1 0 2 3 4 Complete link
cl3 2 o 1 2 dist(C,,C,) = max{d(a,c),d(a,d), d(a, e),d(b,c),d(b,d), d(b,e)}
=max{3, 4,5,2,3,4} =5
d 4 3 1 0 1 Average
e 5 4 5 1 0 dist(clﬁcz):d(a,c)+d(a,d)+d’(a,e)+6d(b,c)+d(b,d)+d{b,e)

- _3+4+5+2+3+4 21
6 6

3.5




Agglomerative Algorithm

e The Agglomerative algorithm is carried out in three steps:

1) Convert all object features into

a distance matrix

Objects and their
2) Set each object as a cluster e
(thus if we have N objects, we Compute Distance matrix
' Y
will have N clusters at the e

beginning)

3) Repeat until number of cluster m

is one (or known # of clusters) | .
Merge 2 closesl clusters

= Merge two closest clusters 7
» Update “distance matrix” Update Distance matrix




Example

e Problem: clustering analysis with agglomerative algorithm

X2 X1 X2
6 A [ i)
5 1 ®cC 8 15 1.5
4 D @E C 5 5
ol oF s 1B x T
| 3 a a
o8 F 3 35
o i N data matrix 7
0 T » X1
0 2 4 6 Dist A B €& Db E F
L 0.00
d = ((1-15) +(1-15) = JF = 0.7071 0.71] 0.00

5.66 | 4.95 | 0.00

3.61| 292 | 2.24 |0.00

4.24 | 3.54 | 1.41 | 1.00| 0.00

3.20 | 2.50 | 2.50 1.12 | 0.00

distance matrix

dpr=((3-3)" +(4-35) )* =05

Euclidean distance

TMmMOoOO®>»
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Example

e Merge two closest clusters (iteration 1)

Dist A B8 C D E F

A (1o0.00
¥ B8 ||071]0.00
o ¢ J|566]a95]0.00
: - D 361|292 224000
: .E / E 4.24 | 3.54 | 1.41 [ 1.00] 0.00
3 F 3.20 | 2.50 | 2.50 1.12 | 0.00
2 - \ Dist A B c D,F E
14 @A A 000 071 566 ? 424
0 , ; X1 B 0.71 000 495 ? 354
0 2 a 6 c 566 4.95 0.00 ? 141
D, F ? ? ? 000 ?
E 424 354 141 ?2 0.0




Example

e Update distance matrix (iteration 1)

Dist A B8 € Db E F

A dw.r)-u =min (dm. dm) = min (3.61, 3.20) =320
g diprysp=min{dps, dpy) = min (2.92,2.50) = 2.50
% dip ps ¢ =min(dpe, dpe ) = min (2.24, 2.50) = 2.24
: dy y pr =min(dgp, dgp) = min (1.00,1.12)=1.00
Dist A - c D. F ‘54Distance (Single Linkage)
As 000 071 5.66 ST Dist A & C D,F E
3 0'71 ool 3'5 A A (000 071 566 320 4.24)
e = 566 4.95 ?&5; 5l o4 a1 - O | 0.71 000 495/ 250 3.54
D, F Sl sammano C < 566 495 000 224 141
’5 424 354 141 ? 500 D, F 3.20 2.50 2.24 0.00 1.00
T ' ' e E (424 354 141 1.00 000




Example

e Merge two closest clusters (iteration 2)

Min Distance (Single Linkage)

Dist A B C D,F E
071 566 3.20 4.24)
0.00 4.95 2.50 3.54
495 000 224 141
250 2,24 0.00 1.00
354 141 1.00 0.00

ﬂ \ Dit _AB C (D) E _
' ' 0 224 141

2.24 0 1.00

141 1.00 0
. /

O = N W » u o
2
m
m

(D, F)
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Example

e Update distance matrix (iteration 2)

Min Distance (Single Linkage)
Dist A B C D,F E
071 566 3.20 4.24)

doyaz =min(dgy, deg) = min (5.66,4.95) = 4.95

A
B 000 4.95 250 3.54| dipry.iaz =min(dpdps dey.drs)
E 424 354 141 1.00 0.09

Min Dist Single Link
Dist 2 A,B C (D, F) E o n Distance (Single Linkage)
?

s 5 5 5 Dist ” AB C (D, F) E.
' " AB 0 495 250 354
C : 0 224 141 (=P J49%5 o0 220 14

(D, F) ; 224 0 100 (D,F) | 250 224 0  1.00
E 141 100 O

8 B e | 350 1o [JEETIN o




Example

e Merge two closest clusters/update distance matrix

(|terat|on 3) Min Distance (Single Linkage)

- N

X2 A,B 0 495 250 3.54
& C 495 0 224 141
5 - oc / <
: (D, F) 250 224 0O 1.00
G e | ase o ENC o
2 Min Distance (Single Linkage)

l 0 Dist (AB) C (D,F),E
0 ; : » X1 . ~

. : s . (A,B) 0.00 495 250

C 4 495 000 141

0,6, | 2.50 [ o.00




Example

e Merge two closest clusters/update distance matrix

(|terat|on 3) Min Distance (Single Linkage)

Dist AB € (D,F) E
- B

X2 A,B 0O 495 250 3.54
i C 495 0 022211
i oc / <
. (D, F) 250 224 0O 1.00
M (S c 354 1o IEEEN o
2 Min Distance (Single Linkage)

s 0 Dist (AB) C (D,F),E
0 ! ' - X1 r N

0 2 4 6 (A,B) 0.00 4.95 2.50

C 4 495 0.00 141

0,6, | 2.50 [ o.00




Example

e Final result (meeting termination condition)

6 X2

X1 X2 :

A P 1
B 1.5 15 4
C 5 5 3
D < 3 4 )
- 4
N - .

i ] IX].




Example

A 1. In the beginning we have 6
clusters: A, B, C, D, Eand F
25 T 6 2. We merge clusters D and F into
cluster (D, F) at distance 0.50

20 + 3. We merge cluster A and cluster B

into (A, B) at distance 0.71

15 + 4. We merge clusters E and (D, F)

' 5 into ((D, F), E) at distance 1.00

5. We merge clusters ((D, F), E) and C

4 into (((D, F), E), C) at distance 1.41

3 6. We merge clusters (((D, F), E), C)

05 > and (A, B) into ((((D, F), E), ©), (A, B))
at distance 2.50

» 7. The last cluster contain all the objects,

D F E € A B thus conclude the computation

object

swilisf|

10 +




Relevant Issues

e How to determine the number of clusters
— If the number of clusters known, termination condition is given!

— The K-cluster lifetime as the range of threshold value on the
dendrogram tree that leads to the identification of K clusters

— Heuristic rule: cut a dendrogram tree with maximum A-cluster
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Summary

e Hierarchical algorithm is a sequential clustering algorithm
— Use distance matrix to construct a tree of clusters (dendrogram)

— Hierarchical representation without the need of knowing # of clusters
(can set termination condition with known # of clusters)

e Major weakness of agglomerative clustering methods
— Can never undo what was done previously
— Sensitive to cluster distance measures and noise/outliers
— Less efficient: O (¥ logn), where n is the number of total objects
¢ There are several variants to overcome its weaknesses
— BIRCH: scalable to a large data set
— ROCK: clustering categorical data
— CHAMELEON: hierarchical clustering using dynamic modelling




